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This conceptual paper advances a novel framework for understanding the limitations 
of Artificial Intelligence (AI) writing assistants in academic contexts. Building on prior 
narrative reviews, we propose a tripartite model categorizing AI limitations into 
technical, cognitive, and ethical dimensions. Through synthesizing recent literature 
(2020–2024), we argue that AI’s inability to meet academic standards stems from 
inherent gaps in contextual adaptability, synthetic reasoning, and ethical 
accountability. Our framework emphasizes the necessity of human-AI collaboration to 
mitigate these limitations, offering actionable recommendations for scholars, 
developers, and policymakers. This paper contributes to the discourse on AI in 
academia by redefining limitations as opportunities for symbiotic innovation rather 
than mere technological shortcomings.  
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1. Introduction 
 

The rapid development of AI writing tools like ChatGPT and Grammarly has streamlined 
academic writing by enhancing drafting, editing, and citation processes. Nevertheless, their 
conceptual limitations have not yet been thoroughly investigated by researchers. Multiple individuals 
have examined technical limitations; for instance, [1] identified issues such as inaccurate citations 
and formatting errors, while [2] emphasized cognitive limitations, specifically AI's inability to process 
and integrate interdisciplinary concepts or perform critical analyses of written material. Despite the 
insights from previous studies, a deficiency persists in the continuity that would underpin a 
conceptual framework for addressing AI's limits as an integral component of a broader systemic issue. 
Technical limitations, such as static training data, exacerbated cognitive deficiencies, subsequently 
leading to ethical concerns over plagiarism. This study presents a tripartite model as a foundation for 
developing a more integrated framework to analyze AI limits concerning technological, cognitive, and 
ethical dimensions. This approach integrates insights from computer science, cognitive psychology, 
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and academic moral philosophy, asserting that AI cannot function as a mere tool in academia. Indeed, 
AI should function as a collaborator, necessitating human brains in the composition and refinement 
of academic writing. 

In order to reduce the possibility of plagiarism and cultural bias, academic ethics should also 
clarify the moral guidelines[3]. Additionally, this methodology necessitates modifications and 
extensive methodology. Policymakers must set accountability norms, institutions must teach 
academics AI literacy, and developers must be transparent about their training data. AI can only go 
beyond the limits that are now set for it. Instead, diminishing human intelligence and integrity, 
technology should enhance human cognition and integrity if these endeavors are appropriately 
integrated into an academic discipline. 
 
2. Problem Statement  

 
The integration of Artificial Intelligence (AI) writing tools into academia has introduced a novel 

approach to the composing, refining, and formatting of scholarly information. The use of AI in 
academic research has led to several controversies and difficulties that compromise the integrity of 
research quality. AI technologies are currently struggling to aid scholarly articles, particularly in 
conducting reviews, obtaining literature reviews, managing citations, and complying to the unique 
rules of academic publications [4]. [5] discovered that AI-generated articles can fail to comply with 
methodological criteria, resulting in outputs unacceptable for peer-reviewed publications. The 
information offered by AI systems is inadequate for the advancement of interdisciplinary 
understanding, since AI often relies on produced training data. This constraint leads to superficial 
assessments, particularly in areas that need significant subject knowledge, such as clinical research 
or theoretical physics. 

Cognitively, AI systems are incapable of maintaining a coherent connection between the 
diverse fields of knowledge. According to [6], when AI tools integrate concepts from many academic 
settings, such as sociological theories and economic models, they often result in fragmented 
narratives. The AI outcomes lack sense, context, and the capacity to comprehend subjective cultural 
or situational elements. This is especially challenging in fields such as anthropology or philosophy, 
which rely heavily on context and interpretation for meaningful academic debate. The ethical 
foundation of AI is the collective human knowledge or pre-existing data patterns [7]. Consequently, 
it prompts ethical integrity concerns and challenges about uniqueness and inclusion. [8] indicated 
that writings generated by AI get their wording from the training data. 

As a result, there is a risk of employing adjacent phrases, whether deliberately or 
inadvertently, leading to normative paraphrasing that may result in unintentional plagiarism. AI faces 
challenges in addressing diverse writing styles, cultural norms, and interdisciplinary frameworks. An 
example is the AI-generated literature review of existing work on Indigenous practices, which may 
elevate literature globally while neglecting regional scholars, thereby contributing to epistemic 
colonialism [9]. The integration of technical, cognitive, and ethical limitations may present challenges 
to the credibility, inclusivity, and research integrity of AI-assisted outputs. Despite advancements in 
natural language processing, AI writing tools cannot adequately substitute for human scholars, 
particularly in tasks requiring critical thought, creativity, or ethical nuance[10]. This study addresses 
the existing gap by providing a framework for scholars to engage with AI technology, facilitating 
innovation while upholding scholarly rigor, cultural awareness, and ethical accountability. 
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3. Research Objectives  
 
1. To examine the impact of technical limitations of AI writing tools on academic writing 
outcomes 
2. To examine the impact of cognitive limitations of AI writing tools on academic writing 
outcomes  
3. To examine the impact of ethical limitations of AI writing tools on academic writing 
outcomes  

 
4.0 Research Questions  
 

1. What is the impact of the technical limitations of AI writing tools on academic writing 
outcomes? 
2. What is the impact of the cognitive limitations of AI writing tools on academic writing 
outcomes? 
3. What is the impact of the ethical limitations of AI writing tools on academic writing 
outcomes? 

 
5.0 Hypotheses 
 

1. There is a significant relationship between technical limitations in AI writing tools and 
the quality of academic writing outputs.  

2. There is a significant relationship between cognitive limitations in AI writing tools and 
the quality of academic writing outputs.  

3. There is a significant relationship between ethical limitations in AI writing tools and 
the quality of academic writing outputs.  

 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Conceptual Framework: Tripartite Model of AI Limitations in Academic Writing   
 
5. Conceptual Analysis  

 
The dependence of AI on pre-trained datasets limits its ability to produce context-specific 

outputs, especially in qualitative research. AI tools often misinterpret theoretical frameworks to 
qualitative methodologies, including grounded theory and phenomenology [11]. They emphasized 
that AI systems may combine inductive and deductive approaches, which is problematic for rigorous 
academic inquiry. This misconception mostly arises because AI models emphasize statistical patterns 
in language instead of the epistemological precision demanded by qualitative research. This indicates 
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that they generate outputs resembling academic discourse, but do not align with existing disciplinary 
paradigms [12]. 

AI-generated literature reviews in humanities disciplines often give incorrect credit to 
significant publications or exclude crucial arguments [13][14]. The findings indicate that these errors 
stem from deficiencies in the datasets utilized for AI training, rather than a deficiency in its analytical 
capabilities. This restriction highlights a mismatch between the degree of context required for sound 
scholarly conclusions and the performance of artificial intelligence systems. Due to AI's inability to 
manage complex discussions, the outputs frequently exhibit linguistic coherence but fail to satisfy 
the rigorous criteria required for academic work. 

 [15] further explore these concerns by investigating the degraded performance of pre-trained 
neural networks when confronted with novel, context-specific datasets. This degradation emphasizes 
the significance of customized training data in improving the contextual comprehension and usability 
of AI in a variety of academic fields. The challenges posed by data inadequacy remain prevalent, 
indicating that it is imperative to continue to improve AI training methodologies to ensure that AI 
systems can provide pertinent insights without compromising the integrity of scholarly discourse. 

Moreover, current research indicates that while AI tools can be beneficial for knowledge 
management and digital resource management, the efficiency they accomplish does not compensate 
for the lack of understanding that is essential for superior scholarship. AI interventions in business 
settings frequently lack insight, since they rely on generalized data sources instead of the contextual 
backgrounds essential for significant application [15]. It is therefore imperative to provide AI with 
more sophisticated training data that embodies disciplinary integrity to prevent the propagation of 
knowledge gaps and misinterpretations that are inherent to its design. 

The integration of AI into academic environments necessitates a careful re-evaluation of 
training methodologies and dataset selection to improve its contextual relevance and accuracy. [16] 
in their comparative study of AI-generated versus human-edited research drafts, revealing that 79% 
of AI outputs required substantive revisions to correct factual inaccuracies, contextual 
misalignments, or citation errors. AI technologies often misinterpret multidisciplinary techniques, 
such as applying econometric models to ethnographic data without understanding fundamental 
incompatibility [17].  
 
5.1 Cognitive Limitations: The Human-AI Gap  

 
A distinctive feature of human cognition that is severely absent in AI systems is abductive 

reasoning, which is the capacity to produce plausible hypotheses from partial or ambiguous facts. 
GPT-4 and other AI technologies cannot generate novel hypotheses for experimental psychology 
research. According to an analysis, AI systems is lack of originality in filling in new gaps [18]. AI's 
reliance on statistical correlations rather than the complex causal or contextual reasoning necessary 
for hypothesis generation is the cause of this problem.  

Additionally, AI systems often lack the methodological proficiency needed to recognize study 
defects like validity issues or sample biases. In research assessing AI tools in peer-review settings, AI 
were unable to spot crucial mistakes such insufficient blinding or incorrect power estimates [19]. 
However, human reviewers were able to detect these methodological flaws with a remarkable 92% 
accuracy rate [19]. This notable disparity emphasizes how challenging it is for AI to place 
methodological decisions in the broader framework of ethical or academic norms. One significant 
issue is that AI often confuses qualitative and quantitative validation techniques, especially in mixed-
methods research designs, which may result in inaccurate or deceptive interpretations of important 
academic work. 
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In conclusion, there are major obstacles to AI's successful use in academic work because of  
its limits in producing novel ideas, identifying methodological errors, and comprehending culturally 
particular circumstances. In order to better match AI systems with the critical thinking abilities that 
define human cognition and rigorous academic inquiry, recent research emphasizes the urgent need 
for advancements in AI systems, such as the inclusion of more complex reasoning frameworks and 
contextually appropriate training data. 
 
 
5.2 Ethical Limitations: Originality and Cultural Sensitivity  

 
Written academic content generated by AI may include unplanned plagiarism as it is based 

on pre-existing text patterns in training data. This happens because AI models prefer statistical 
likelihood over creativity, and they are known to reiterate from high frequency sources in their 
training data [20]. Such a behavior falsifies academic integrity conventions and devalues the scholarly 
integrity of the AI-assisted outputs, unsupervised use of AI tools wearing down confidence in 
academic responsibility and accountability. 

AI writing tools are commonly culturally insensitive, mirroring the Western-centric biases that 
are baked into the data informing their development. This type of bias is an example of academic 
colonialism as pointed out by [21] where they found that, with respect to the use of AI to create 
literature reviews on African socio-economic topics, Western scholars were cited, rather than African 
based authors. These provide highlights and evidence for the ethical necessity to decolonize AI 
training datasets in order to nurture an inclusive discourse within academia. 

If everybody starts using AI tools this may make it harder to differentiate in academia and 
could lead to a world where the ideas output from academia are too homogeneous. Such 
homogenization likely stems from AI’s incentive to optimize for “safe” language patterns, which 
deters innovative, and perhaps unusual, scholarly efforts [22]. According to [23] using AI to write in 
the academia may lead to an intellectual monoculture that suppresses unique perspectives in favor 
of algorithmic agreement. 
 
6. Methodology   
6.1 Research Design 

 
This study will employ a quantitative descriptive cross-sectional survey design to examine the 

limitations of AI writing tools in academic writing among UiTM Kelantan lecturers. The second-degree 
cross-lagged design enables systematic data collection at one point in time to examine associations 
between constructs (AI limitations and academic writing outcomes) and test hypotheses. 
 
6.2 Target Population and Sampling 

 
The population of this study will be all academic lecturers in Universiti Teknologi MARA 

(UiTM) Kelantan, Malaysia (N = 250) which is located covers few faculties namely. This population 
comprises of a diverse group of scholarly academics who are engaged in research, publication, and 
teaching. Consequently, it provides a solid foundation from which to investigate the influence of AI 
writing tools on scholarly activities. The present research also applies the quantitative approach 
which seeks to quantify the data and typically applies some form of statistical analysis method in 
conducting the research. This enables the researcher to achieve precision by focusing on the 
numerical aspect of the survey data. 
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The sampling frame will be limited to educators that have used AI writing tools (such as 
ChatGPT, Grammarly) to support academic tasks. This criterion helps to guarantee that the 
participants have gained hands-on experience of AI technologies and correspond to processes and 
places. To gain proportional distribution among faculties, stratified random sampling may be used. 
The population is stratified into three strata based on faculty membership. Stratification minimizes 
sampling bias and guarantees that a proportionate number of responses from lecturers of the 
different disciplines are represented. 

The sample size to obtain a representative sample of 152 lecturers is computed with the 
formula by Krejcie and Morgan (1970) at 95% confidence level and 5% margin of error. This formula 
has been known throughout the social science literature as a method for choosing sample sizes that 
are robust while still in reach. The last one applies the following two inclusion criteria to select the 
sample: Full-time lecturer and (2) experienced with AI writing tools for academic work (e.g., write a 
research paper, revising a manuscript, or creating a literature review). These criteria guarantee that 
the data presented represents the problems and opportunities encountered by contemporary 
researchers when using AI in their work, thus increasing the study's validity and applicability. The 
self-administered questionnaire is a quantitative method for collecting the needed information and 
data from the source directly. The questionnaire designed for this study was originally drafted in the 
English language. 
 
6.3 Data Analysis  

 
The study may use a diverse statistical method to analyze the data and test the hypotheses. 

First, descriptive statistics which cover frequencies, percentages, means, and standard deviations are 
used to summarize the demographic data and responses to the survey questions followed by 
inferential statistics to explore the correlation between variables. Meanwhile, both t-tests and 
ANOVA are suitable to be used to compare differences in perceived AI limitations across different 
faculties and experience levels. Multiple regression analysis is to determine how technical, cognitive, 
and ethical limitations predict academic writing quality. Chi-square tests are used to assess the 
associations between AI tool usage and plagiarism incidents. Lastly, SmartPLS 4.0, a Structural 
Equation Modeling may be used to test hypothesized relationships within the framework of 
technical, cognitive, and ethical limitations also to quantify how human-AI collaboration moderates 
the impact of AI limitations on writing quality. 
 
7. Limitations   

 
While the study was properly designed, there are two potential problems to consider. Firstly, 

for the lecturers who chose not to participate may differ significantly from those who did, potentially 
affecting the results, this is sampling bias problem. Secondly, is self-reporting bias, this deals with a 
concern because participants might overstate positive AI experiences or under report plagiarism 
incidents due to social expectations. Even stratified sampling and anonymity help mitigate these 
risks, interpretations of the findings should be made cautiously, to enhance validity, future research 
could combined survey data with AI-generated text analyses. 
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Table 1 
Research Design Plan 

 
8. Implications of study 

 
Undoubtedly, there are several important AI writing tools that are becoming popular amongst 

higher learning institutions with no difficulties in completing various types of complex assignments. 
These AI offers voluminous benefits to its users to maximize the quality of traditional work outputs. 
Hence, the use of it by scholars and academic community can be well embedded to protect 
institutions' reputable image to have no doubts at all. The proper way to accomplish this is to be able 
to ensure academic integrity and honesty with all the outputs of academic works can be both 
appropriate. 

The success of using AI writing tools in academia relies on how we can facilitate some 
cooperation between scholars, developers, and policymakers to find an equilibrium between 
efficiency and integrity as they relate to academic work. Scholars must use AI as a tool for drafting, 
not as a stand-in for human work. For example, using AI writing to draft may be helpful as AI can 
produce drafts rapidly, but AI often lacks the quoted material, rigor, and originality of intellectual 
scholarship. AI writing may also have incorrect citations, flawed and simplified arguments that lack 
depth, or even produce some version of unintended plagiarism, so there will always be a need for 
rigorous human editing for scholarly work to really be a real human edited version not AI works. 
Scholars should work together towards using AI as a collaborative drafting tool because it will enable 
us to discover its efficiencies and freedom of creative and critical thinking, both central tenets of 
academic work. 

Developers, in turn, must embrace transparency in the AI systems they develop. Transparency 
means that developers disclose where their training data comes from, how decision-making 
algorithms work, and what biases may be built into their models. [24] mentioned that users 
(students, for example) can audit and adapt algorithms to comply with disciplinary standards. For 
example, ChatGPT and a lot of the AI content creation tools available often fail to explain how they 
sourced their information, leading to outputs that appropriate both past research and misrepresent 

Component Description  Details Tools/References 
Research Design Quantitative 

descriptive cross-
sectional survey 

Examine AI limitations and 
academic writing outcomes at a 
single time point 

 

Population UiTM Kelantan 
lecturers using AI tools 

Total population oflecturers. 
Sampling frame: Lecturers with 
AI usage in past 12 months. 

 

Sampling Technique Stratified random 
sampling 

Strata Krejcie & Morgan (1970)  

Data Collection Self-administered 
questionnaire (online 
survey) 

Sections: Demographics, 
Technical/Cognitive/Ethical 
Limitations, Human-AI 
Collaboration.         

 

Data Analysis Descriptive and 
inferential statistics; 
SEM                                     

Descriptive (mean, SD), t-
tests/ANOVA, regression, chi-
square, SEM (SmartPLS 4.0).              

 SmartPLS 4.0, Turnitin 
(plagiarism),  

Ethical Considerations Informed consent, 
confidentiality, bias 
mitigation    

Digital consent, anonymized 
data, stratified sampling to 
reduce faculty bias.          

 

Limitations Potential biases                                                                Sampling bias (non-response), 
self-reporting bias (social 
desirability).                        
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marginalized points of view. Given delays in adoption, developers can help build trust and mitigate 
risks by placing ethical recommendations and explainability on AI tools so the practices of AI tools 
supplement, rather than undermine, scholarly rigor. 

Policymakers have an essential role in developing governing frameworks to regulate AI use in 
academic contexts. [25] argues for guidelines that impose accountability, such as the requirement to 
disclose whether something was written with the support of AI and create penalties for submitting 
AI-generated works that were not edited by students. Policies should also focus on equity gaps, such 
as whether access to AI tools favors institutions with more resources than others. As an example, 
equitable global standards for ethical AI training data could work to reduce cultural bias and create 
more equitable ways of practicing academics. 
 
10. Conclusion 

 
In conclusion, this study reconceptualizes the limitations of AI writing tools—technical, 

cognitive, and ethical—not as challenges hindering academic practice, but as beneficial constraints 
that foster innovation. By reconceptualizing these limitations through a tripartite framework, we are 
championing a paradigm shift towards human-AI synergy, where technological capabilities are 
aligned with human academic expertise to improve academic integrity and creativity. Technical 
deficiencies, such as whether AI tools produce bibliographic errors or whether the AI has an out-of-
date or static knowledge base, require that we want to see adaptive systems that search current 
information and also refine their performance as more domain-specific clues create iteratively 
adaptable systems. Cognitive shortcomings or deficiencies, such as synthesizing ideas across 
disciplines or rigorous examination of methodology, do signal that scholars will remain central to 
contextualizing emergent AI products and performance generativity across academic discourse 
complexity. Ethical considerations, from ideas about plagiarism risk to cultural prudence, require 
systematic judicial means, like the development of clear curated aspects of training data, to reflect 
firstly accountability and secondly remediation of academic diversity and integrity. 

This study, however, emphasizes the potential of AI in higher education by highlighting the 
roles of human agency to be both augmented. Various benefits from this mixture of collaboration 
models will result in positive output; where AI takes away repetitive tasks like formatting and drafting 
while scholars spend their time in areas of critique, creativity, and oversight as immersed partners 
would shift the limitations of scholarship into opportunities for innovation. These hybrid models with 
human feedback in the flow of work of AI that could lessen bias, extend adaptability, and produce 
culturally relevant outputs. The time is now for policymakers to recognize the value human 
contributors add to the development of AI products and systems and invite them to co-create 
responsible guidelines and definitions to guide knowledge that is equitable, transparent, and 
promotes lifelong learning with artificial intelligence whether that is financial support, or design 
capacity. When we have done well, this cooperative community will make the work of higher 
education become at its utmost, by democratizing access to new options of writing, while still 
retaining what matters most in each academic value. Lastly, by treating AI as a partner in 
collaborations instead of an alternative; higher education will enter the distinct period of the digital 
age without compromising its foundational principles. 
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