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Fault Tolerance (PBFT), have several drawbacks, including inadequate network
scalability, insufficient security, and inefficient transaction processing. By optimizing
the existing algorithms Proof of Stake Plus (PoS+), Randomized Delegated Proof of
Stake (RDPoS), Flexible Byzantine Fault Tolerance (FBFT), and Casper + Secure, this
study on blockchain consensus methods seeks to increase network performance,
decentralization, and reliability. A structured methodology is designed to conduct data
gathering, algorithm design, implementation, and evaluation. The evaluation is based
on throughput and latency. The findings shows PoS+ significantly outperforms PoS
resulting in higher throughput and lower latency. Due to the dynamic delegate
selection process, RDPoS outperforms DPoS in terms of fairness, decentralization, and
transaction speed. However, FBFT performs the poorest, making it unsuitable for

Keywords: settings where quick transactions are common. Casper+ Secure preserves the trade-
Consensus Algorithms; Decentralization; off between security and performance despite its reduced throughput. Future study is
Latency; Security; Throughput; to build self-adaptive blockchain networks with enhanced versatility, resilience, and
Blockchain decision-making.

1. Introduction

Blockchain technology has significantly transformed the digital landscape by upgrading from
traditional centralized systems to decentralized, secure networks. An essential component of this
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technology is the consensus algorithms, which guarantee that all users in a distributed network agree
on the ledger's current state. Blockchain has also gained traction as a foundation for cybersecurity
applications, especially where data integrity is critical [1]. Blockchain continues to evolve as a secure,
append-only distributed ledger used across industries ranging from finance to logistics [2]. Without
a central authority, these algorithms allow nodes to work together efficiently while preserving the
integrity and validity of transactions [3]. Despite its revolutionary transformations, blockchain
technology faces significant obstacles in scalability, energy consumption, and security concerns with
current consensus algorithms. Consensus algorithms generally serve as the decision-making
backbone of distributed ledgers, ensuring agreement among nodes in the absence of central
authority [4]. A consensus algorithm can be broadly defined as any mechanism that enables
distributed nodes to produce a unified state agreement [5].

There are drawbacks to the consensus algorithms used today, such as Proof of Stake (PoS),
Delegated Proof of Stake (DPoS), Practical Byzantine Fault Tolerance (PBFT), and Casper. PoS is
recognized for its improved scalability and lower energy usage, but because nodes with greater
stakes have more influence, it has centralization problems and security threats [6]. Economic
analyses suggest that PoS systems behave differently under rational participation, influencing
validator strategies and network stability [7]. Comparative analyses continue to underscore
unresolved challenges in current implementations, particularly regarding decentralization and
validator fairness [8]. DPoS increases transaction speed and scalability, but due to fewer delegates
and the risk of overlapping roles, it puts centralization in danger [9]. To address these issues,
improved versions of DPoS have been proposed, introducing more transparent and adaptive delegate
selection mechanisms [10]. PBFT is a better fit for permissioned blockchain networks because of its
excellent security and fault tolerance, but scalability issues [11]. Casper is currently in progress and
has unresolved implementation and security issues. It combines PoW and PoS to improve security
issues and scalability [12]. Recent reviews also emphasize that choosing an appropriate consensus
mechanism depends heavily on the target application environment and its performance constraints
[13].

This study aims to improve the consensus algorithms PoS+, RDPoS, FBFT, and Casper + Secure
based on the limitations of traditional consensus algorithms, such as PoS, DPoS, PBFT, and Casper to
improve blockchain security. The study also aims to assess the performance of consensus algorithms
in terms of latency and throughput. To guarantee these novel mechanisms' applicability in real-world
scenarios and enhance blockchain technology's general resilience and effectiveness, it is intended to
assess them based on latency and throughput [14].

The motivation of this study is to improve the latency and throughput of traditional consensus
algorithms. The objective is to introduce new consensus algorithms that enhance performance and
scalability in blockchain networks. Comprehending the findings of consensus algorithms is essential
to developing blockchain systems that are more robust and effective. For example, PoS and DPoS
increase energy efficiency and scalability but come with centralization and security problems. Even
with its high level of security, PBFT has scaling issues, which makes it less appropriate for open
networks. A number of comparative studies also categorize consensus mechanisms by performance,
complexity, and suitability for permissioned or public networks [15]. Emerging studies further
highlight that hybrid consensus frameworks combined with machine-learning-based anomaly
detection can significantly strengthen blockchain security [16]. Although promising, Casper's
reliability and security have not yet been thoroughly verified in real-world settings, which raises
guestions. Some authors argue that widely adopted protocols obscure underlying design weaknesses
that impact transaction ordering and fairness [17]. Machine-learning-oriented approaches such as
anomaly detection have also been suggested to enhance validator behaviour monitoring [18].
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These realizations highlight how difficult it is to create consensus algorithms that strike a balance
between efficiency, scalability, and security. Blockchain platforms also face recurring security threats
such as double spending, node compromise, and incentive manipulation [19]. The results point to the
necessity of ongoing innovation and study to get over these obstacles and improve the functionality of
blockchain networks. This research is significant in the advancement of blockchain technology by
addressing the inherent limitations of existing algorithms and focusing on practical performance
metrics. The consensus algorithm’s security and dependability of blockchain technology is a major
aspect for a wide range of applications across industries, including healthcare and finance [20].

2. Methodology

The study methodology takes a methodical approach to investigating and improving blockchain
consensus algorithms. Data collection, algorithm design, implementation, and evaluation make up
its four primary stages. The data-gathering stage employs a thorough literature review to analyse
existing studies and research papers on blockchain technology, consensus algorithms, and their
applications. The primary focus is on identifying limitations in current consensus algorithms such as
PoS, DPoS, PBFT, and Casper. Key topics reviewed include performance metrics, security issues, and
optimization strategies for consensus algorithms. This stage is crucial for understanding the gaps in
current knowledge and narrowing down specific focus areas for the study.

In the Algorithm Design phase, the architecture of the enhanced consensus algorithm is
developed. This includes designing block diagrams and pseudocode to outline the proposed system.
The design addresses the limitations identified in the data-gathering stage, focusing on solutions to
enhance efficiency, security, and scalability. The pseudocode for each proposed algorithm is
meticulously crafted to capture the nuances of the improved consensus mechanism.

The block diagram in Figure 1 illustrates the overall process of the study, starting with identifying
limitations in existing consensus algorithms (PoS, DPoS, PBFT, and Casper). A structure is developed
to address these limitations, followed by a comprehensive performance evaluation to assess the
proposed algorithm's efficiency in terms of latency, throughput, and security. Data collected is
structured into CSV format for subsequent comparison analysis, enabling a detailed study of the
enhancements.

N4 @
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Fig. 1. Block Diagram of The System Architecture
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2.1 Proposed Consensus Algorithms
By optimizing the existing algorithms Proof of Stake Plus (PoS+), Randomized Delegated

Proof of Stake (RDPoS), Flexible Byzantine Fault Tolerance (FBFT), and Casper + Secure, this study
on blockchain consensus methods seeks to increase network performance, decentralization, and

reliability. Below are the proposed consensus algorithms:

A. Algorithm workflow for proof of stake plus (PoS+)

The PoS+ Algorithm Workflow in Figure 2 outlines a blockchain represented by an instance of the
PoS class, with validators stored in an array. Validators are added and sorted by stake, and
transactions are processed by randomly selected validators. This Algorithm Workflow addresses the
initial distribution and nothing-at-stake attacks by implementing checks for validator eligibility and

fair distribution.

Algorithm Workflow: PoS+

Start:

« Import BlockchainPoS.
« Initialize validator array.
Add Validators:

* Repeat 5 times:

o Create validator with random address and stake.

o Add with addValidator.
« Sort by stake (descending).
Display Validators:
« Output addresses and stakes.
Repeat 10 times:
1.Generate Transaction:
o Use faker for sender, recipient, amount.

o Select validator via getRandomValidator.

o Call createNewTransaction.
2.Create Block:
o Get previous block hash (getLastBlock).
o Generate hash.
o Call createNewBlock with validator.
3.Display Info:
o Call getTotalStake.
o Output transaction and block data.
End

Fig. 2. Algorithm Workflow for PoS+

B. Algorithm workflow for Randomized Delegated Proof Of Stake (RDPoS)
The RDPoS Algorithm Workflow in Figure 3 initializes delegates and a blockchain instance, adding

delegates with unique stakes and addresses. A dynamic selection algorithm randomly chooses a
delegate from the top performers for each transaction, enhancing transparency and reducing

centralization risks.
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Algorithm Workflow: RDPoS

Start:
« Import DelegatedBlockchainPoS.
« Initialize delegate array.
Add Delegates:
« For each delegate:
o Generate random address and stake.
o Add delegate using addDelegate.
Display Delegates:
« Output addresses and stakes.
Repeat 10 times:
1.Generate Transaction:
o Use faker to create sender, recipient, amount.
o Select delegate using selectDelegate.
o Call createNewTransaction.
2.Create Block:
o Get previous block hash via getLastBlock.
o Generate new hash.
o Call createNewBlock with selected delegate.
3.Display Info:
o Show getTotalStake.
o Print transaction and block details.
End

Fig. 3. Algorithm Workflow for RDPoS

C. Algorithm workflow for Flexible Byzantine Fault Tolerance (FBFT)

The FBFT Algorithm Workflow in Figure 4 begins with initializing replicas and assigning stakes,
followed by dynamic management of replicas and computing total stakes. This approach addresses
network assumptions and high resource requirements, providing flexibility through flags for specific
use cases.

Algorithm Workflow: FBFT

Start:
« Initialize replica array.
Add Replicas:
* Repeat 5 times:
o Generate random address and stake.
o Add using addReplica.
« Sort by stake (descending).
Display Replicas:
« Output addresses and stakes.
Repeat 10 times:
1.Generate Transaction:
o Faker generates sender, recipient, amount.
o Choose highest stake replica.
o Call createNewTransaction.
2.Create Block:
o Get previous hash (getLastBlock).
o Generate new hash.
o Call createNewBlock.
3.Display Info:
o Use getTotalStake.
o Print transaction and block details (with view, sequence number).
End

Fig. 4. Algorithm Workflow for FBFT

D. Algorithm workflow for Casper + Secure

Earlier implementations of Casper focused on introducing the Friendly Finality Gadget to improve
validator safety and block finalization [21]. The Casper + Secure Algorithm Workflow in Figure 5
includes initializing validators and implementing a slashing mechanism to penalize malicious
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behavior. Transactions are processed by validators ranked by stake, with dynamic thresholds for
selection, enhancing security and reducing exploitation risks.

Algorithm Workflow: Casper + Secure

Start:
« Initialize validator array.
« Define slashing percentage.
Add Validators:
« Generate validator (address + stake).
+ Add using addValidator.
« Sort by stake (descending).
Display Validators:
« Output addresses and stakes.
Simulate Malicious Behavior:
« Mark one validator as malicious.
« Slash stake for double-spending or similar.
Repeat 10 times:
Sort Validators:
o Sort by descending stake.
Generate Transaction:
o Faker creates sender, recipient, amount.
o Select highest-stake validator.
o Call createNewTransaction.
Create Block:
o Get previous block hash.
o Generate hash.
o Call createNewBlock.
Display Info:
o Call getTotalStake().
o Print transaction and block details (include total staking).
End

Fig. 5. Algorithm Workflow for Casper + Secure

2.2 Implementation of Proposed Consensus Algorithms

The Implementation phase translates the pseudocode into functional programming modules for
the proposed algorithms: PoS+, RDPoS, FBFT, and Casper + Secure. This phase addresses drawbacks
identified in traditional algorithms, enhancing security, fairness, and efficiency. The enhanced
algorithms are tested with transaction datasets of varying sizes, generating CSV files for evaluation.

The PoS+ algorithm addresses the initial distribution and nothing-at-stake attacks by ensuring fair
distribution of validators and implementing checks for transaction eligibility. Key improvements
include:

e Add the first validator if none exists, without stakeholder concerns.

e Adding new validators only if their stake exceeds the median stake.

e Implementing a fallback method to ensure at least one validator is present.

e Checking for eligible validators and skipping transactions if none are valid.

The RDPoS algorithm introduces a dynamic delegate selection algorithm and enhanced logging
for transparency and accountability. Key improvements include:

e Selecting a delegate at random from a subset of top performers.

e Logging delegate information during transaction and block creation.

e Enhancing transparency and reducing centralization risks.

The FBFT algorithm addresses high resource requirements and network assumptions through
dynamic replica management and flexible flags. Key improvements include:

e Using an object for dynamic replica management for faster lookup and removal.

e Dynamically computing total stake to avoid unnecessary iteration.

e Providing flexibility through flags for specific resource and network assumptions.

The Casper + Secure algorithm implements a slashing mechanism and dynamic validator
selection. Key improvements include:

* Introducing a 10% slashing mechanism for malicious behaviour.

e Considering stakeholder and randomness during validator selection.
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e Using dynamic thresholds for validator selection.

e Enhancing security and reducing exploitation risks.
2.5 Evaluation

The evaluation phase assesses the performance of the improved consensus algorithms by
comparing them with traditional ones using key performance metrics such as latency and
throughput. The algorithms are tested with transaction sets of 500, 1000, 2000, and 3000
transactions.

Latency is calculated using the following formula (Eq. 1):

(tend - tstart) (1)

T
where t,, 4 is the completion time of the last transaction, ty,, is the initiation time of the first

transaction, and T is the total number of transactions processed.
Throughput is measured as:

Latency =

I
Throughput = T )

Throughput in Eq.2 is where [ represent the total number of transactions, and T is the duration
over which the transactions were completed.

Because they accurately represent the effectiveness and efficiency of consensus algorithms in
actual blockchain contexts, latency and throughput are crucial to this study. For blockchain systems
to scale efficiently, manage increasing user demands, and remain responsive under high transaction
loads, high throughput and low latency are crucial. These indicators are especially important for
maintaining confidence and usability in applications that are time-sensitive and security-sensitive,
such supply chain, healthcare, or finance. Recent studies have proposed optimized consensus
frameworks such as lightweight protocols for edge devices and hybrid DAG-PBFT structures that
significantly reduce latency while preserving fault tolerance, further validating the importance of
selecting metrics that reflect real-world conditions [21, 22]. The study intends to assess how
effectively improved consensus algorithms satisfy the real-world requirements of contemporary
decentralized networks by concentrating on these two-performance metrics.

The improved algorithms are run multiple times with different transaction sets to ensure robust
data for comparative analysis. Python-based tools are used for detailed analysis, focusing on latency
and throughput to assess performance improvements (Fig. 6).

.
Data in Excel file Calculation Comparison
e latency
e Throughput
6
Comparative Information on
Analvsis Done Evaluation

Fig. 6. Comparison Analysis Framework
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3. Results

Transactional factors such as latency and throughput have a vital impact on the speed and
efficiency of a of blockchain systems. Throughput refers to the number of completed transactions
per unit time, while latency is the time for a transaction to be initiated and finalized. Sustaining a
transactional environment that is scalable and responsive involves maintaining low latency and high
throughput. Advanced consensus algorithms aim to enhance these factors to ensure secure, efficient,
and scalable transaction processing.

Based on Table 1, PoS+ algorithm demonstrates consistently low average latency, ranging from
0.000594 to 0.000721 seconds, ensuring swift transaction processing. The algorithm also exhibits a
robust mean throughput of 1543.8 transactions per second, highlighting its efficiency in handling
diverse workloads. These results confirm PoS+ as an effective and reliable consensus algorithm
suitable for real-world applications where speed and stability are critical.

Table 1

Average Latency And Average Throughput Of Pos+
Metric Transactions Average Latency Average Throughput

(s/transaction) (transactions/s)

count 4.000000 4.000000 4.000000
mean 1625.000000 0.000654 1543.800263
std 1108.677891 0.000252 117.033093
min 500.000000 0.000594 1398.026790
25% 875.000000 0.000634 1508.615210
50% 1500.000000 0.000651 1546.283238
75% 2250.000000 0.000670 1581.470081
max 3000.000000 0.000721 1684.699606

Based on Table 2, RDPoS algorithm showcases impressive performance with average latency
ranging from 0.000031 to 0.000047 seconds and an exceptional average throughput of 26352.07
transactions per second. These metrics underline RDPoS's capability to handle transactions swiftly
and reliably, making it a potent algorithm for applications requiring low latency and high throughput.

Table 2

Average Latency and Average Throughput Of RDPOS
Metric Transactions Average Latency Average Throughput

(s/transaction) (transactions/s)

count 4.000000 4.000000 4.000000
mean 1625.000000 0.000040 26352.070659
std 1108.677891 0.000007 4230.161382
min 500.000000 0.000031 22656.738831
25% 875.000000 0.000037 23989.987827
50% 1500.000000 0.000041 25110.579359
75% 2250.000000 0.000045 27653.737632
max 3000.000000 0.000047 32363.822356
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Based on Table 3, FBFT algorithm exhibits consistent performance with average latency per
transaction ranging from 0.002360 to 0.002816 seconds and a mean throughput of 401.35
transactions per second. Although FBFT has slightly higher latency compared to some algorithms, it
balances this with dependable throughput, making it suitable for scenarios where both factors are
critical.

Table 3

Average Latency and Average Throughput of FBFT
Metric Transactions Average Latency Average Throughput

(s/transaction) (transactions/s)

count 4.000000 4.000000 4.000000
mean 1625.000000 0.002525 401.352756
std 1108.677891 0.000200 25.492478
min 500.000000 0.002360 365.611742
25% 875.000000 0.002463 406.956959
50% 1500.000000 0.002463 406.595959
75% 2250.000000 0.002558 413.103184
max 3000.000000 0.002816 425.871663

Based on Table 4, Casper + Secure algorithm shows average latency per transaction between
0.002381 and 0.002793 seconds, with a mean throughput of 393.67 transactions per second. Despite
slightly higher latency, it maintains consistent performance, making it effective in scenarios balancing
security and efficient transaction processing.

Table 4

Average Latency and Average Throughput of Casper + Secure
Metric Transactions Average Latency Average Throughput

(s/transaction) (transactions/s)

count 4.000000 4.000000 4.000000
mean 1625.000000 0.002576 393.667750
std 1108.677891 0.000214 32.174685
min 500.000000 0.002381 363.001000
25% 875.000000 0.002393 367.321000
50% 1500.000000 0.002565 394.827500
75% 2250.000000 0.002743 421.174250
max 3000.000000 0.002793 422.015000

Based on Figure 7 and Figure 8, the algorithm shows much lower latency, operating at
approximately 107> seconds compared to PoS’s latency of around 1073 second and significantly higher
throughput, ranging from 14510.5 to 27858.6 transactions per second, versus PoS's relatively limited
range of 168.2 to 206.8 transactions per second.
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Fig. 8. Throughput Comparison Between PoS and PoS+

Based on Figure 9 and Figure 10, the RDPoS algorithm outperforms DPoS in terms of both latency
and throughput. RDPoS exhibits lower average latency and significantly higher throughput, indicating
its enhanced transaction processing speed and efficiency.
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Latency Comparison between DPoS and RDPoS
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Throughput Comparison between DPoS and RDPoS
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Fig. 10. Throughput Comparison Between DPoS and RDPoS

Based on Figure 11 and Figure 12, FBFT and PBFT perform similarly in terms of throughput.
However, FBFT has marginally higher latency, which becomes more noticeable as transaction size
increases. Both algorithms maintain effective consensus mechanisms with strong throughput.
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Based on Figure 13 and Figure 14, Casper + Secure shows similar latency and throughput values
compared to Casper, indicating its ability to balance enhanced security measures with efficient
transaction processing.
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Throughput Comparison between Casper and Casper+Secure
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Fig. 14. Throughput Comparison Between Casper And Casper+Secure

Table 5 presents a comprehensive comparison of latency and throughput across all studied
consensus algorithms. PoS+ stands out with the lowest latency and highest throughput, indicating its
superior efficiency and scalability. RDPoS also shows remarkable performance, while other
algorithms like FBFT and Casper + Secure demonstrate balanced trade-offs between latency,
throughput, and additional features.

Table 5
Overall Comparison Of Latency And Throughput
Consensus Algorithm Average Latency (s/transaction) Average Throughput
(transactions/s)
PoS 0.005840 171.94
PoS+ 0.000040 26352.07
DPoS 0.002250 448.20
RDPoS 0.000047 32336.82
PBFT 0.002085 480.10
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FBFT 0.002525 401.35
Casper 0.002576 393.67
Casper + Secure 0.002657 382.55

In conclusion, PoS+ emerges as the most efficient and scalable consensus algorithm in terms of
latency and throughput. Algorithms like Casper + Secure, Casper, and PBFT provide reliable
transaction processing but may have drawbacks when compared to PoS+. FBFT, meanwhile,
demonstrates a more nuanced performance with slightly higher latency and lower throughput,
suggesting trade-offs between different performance metrics. The findings emphasize the
importance of selecting consensus algorithms based on specific needs and priorities in real-world
applications. As supported by recent evaluations [23, 24], achieving the best trade-off between
performance and decentralization often requires selecting or customizing consensus mechanisms
based on the intended blockchain environment and workload characteristics.

4. Conclusions

With an emphasis on latency and throughput, we investigated and contrasted four consensus
algorithms in this study: PoS+, RDPoS, FBFT, and Casper+Secure. PoS+ was the most effective of them
all, providing remarkable throughput performance, low latency, and scalability.

In terms of handling transactions consistently, traditional methods like PBFT and Casper were still
effective, but they still had observable drawbacks. There is room for improvement as FBFT in
particular displayed somewhat higher latency and poorer throughput. Lightweight high-throughput
consensus models for edge computing further highlight the growing need for scalable blockchain
solutions [25].

Our investigation provided insights that can direct decision-making based on particular system
requirements by illuminating each algorithm's strengths and potential weaknesses. However, it's
crucial to remember that our conclusions are based only on a survey of the research. This method
might have overlooked new developments or subtleties in practice, and because we only looked at
four algorithms and two performance indicators, the findings shouldn't be interpreted as broadly
applicable.

To provide a more comprehensive perspective, future research should take into account more
comprehensive evaluation criteria, such as energy consumption, resource efficiency, and
environmental effect. Future studies should look into machine learning-driven consensus algorithms
[21, 13], hybrid models such as DAG-PBFT [9], and novel consensus mechanisms optimized for latency
and throughput [24]. Applying machine learning approaches to jobs like optimization, anomaly
detection, and validator selection has a lot of promise. In particular, reinforcement learning may pave
the way for blockchain systems that are more flexible and self-regulating. Machine-learning-based
prediction and decision-making models have shown potential in optimizing blockchain-related
computational tasks [20]. By predicting validator behavior patterns and maximizing consensus
decisions, predictive machine-learning models—Ilike those employed in financial forecasting tasks—
can likewise assist blockchain systems. [26]

In the end, this study emphasizes how crucial consensus processes are to preserving security and
trust in decentralized systems and how much scope remains for development and innovation in this
area.
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