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Facial expression recognition plays a crucial role in enabling natural human–computer 
interaction, emotion identification systems and finds diverse applications in 
healthcare, security, marketing and social robotics. Traditionally, facial expression 
recognition relies on vision-based systems, which are often limited by sensitivity to 
lighting and pose variations, occlusions and high computational cost. Therefore, this 
study proposes a facial expression recognition system based on stretchable sensor 
data for controlling the movement of a robotic hand. Stretchable sensors are capable 
of conforming to complex and dynamic surfaces such as human skin while maintaining 
sensing accuracy under deformation. In this study, four stretchable sensors are placed 
on the forehead, upper lip, lower lip, and right cheek. The sensors are interfaced with 
an Arduino Mega 2560 microcontroller for data acquisition. Statistical features 
including mean, root mean square (RMS), variance and standard deviation are 
extracted and used to train a multilayer feedforward backpropagation neural network 
algorithm in classifying four expressions: neutral, happy, sad, and disgust. The trained 
model outputs are mapped to control four servo motors attached to the robotic hand’s 
fingers and wrist, producing peace, thumbs-up, fist gestures, and wrist rotation. The 
validation results demonstrate that the proposed system achieved 100% accuracy in 
the training phase but a significantly low accuracy of 25% in the testing stage. This 
shows that further improvement is needed to improve the stretchable sensor-based 
facial expression recognition system. 
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1. Introduction 
 

Facial expression recognition (FER) has become a pivotal technology in human-computer 
interaction, healthcare and affective computing. It enables systems to interpret and respond to 
human emotions through the analysis of facial cues. Traditional FER approaches have relied heavily 
on visual data captured by cameras and processed using advanced machine learning algorithms, such 
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as multilayer perceptron (MLP) neural networks with backpropagation, which have demonstrated 
effectiveness in distinguishing subtle emotional states and eye conditions from facial images [1-3]. 
However, these methods often face challenges in real-world environments due to variations in 
lighting, occlusion, and pose, which can significantly degrade recognition accuracy [4,5].  

Recent advancements in sensor technology have introduced stretchable, skin-conformable 
sensors capable of directly capturing facial muscle movements and strain patterns. These stretchable 
sensors are fabricated using materials like silver ink on flexible substrates. They offer high sensitivity, 
biocompatibility and possess the ability to conform to complex facial geometries, hence, making 
them ideal for continuous and unobtrusive emotion monitoring [1,4]. By integrating such sensors 
with neural network-based classifiers, it becomes possible to enhance the robustness and accuracy 
of FER systems [1,4].  

The combination of stretchable sensor data with multilayer feedforward neural networks trained 
with backpropagation for facial expression recognition has not been fully investigated. In the 
integration of the sensor and algorithm, the sensor provides rich, real-time physiological signals 
corresponding to facial expressions, while the neural network efficiently learns to map these signals 
to specific emotional states through supervised learning. This approach may not only improves 
recognition performance but also opens new avenues for applications in telemedicine, mental health 
monitoring and wearable affective interfaces, addressing many of the limitations faced by 
conventional FER systems [1,4].  

The main objective of this study is to design and develop a facial-expression recognition  system 
based on stretchable-sensor signals to control the movement of a robotic hand. The stretchable 
sensors are attached at four facial locations: (1) forehead, (2) upper lip, (3) lower lip and (4) right 
cheek. An Arduino Mega 2560 microcontroller is used to acquire the sensors data. The mean, root 
mean square, variance and standard deviation features are extracted to train a multilayer 
feedforward backpropagation neural network for classifying neutral, happy, sad, and disgust 
expressions. The trained network outputs are utilized to actuate four servo motors on the robotic 
hand’s fingers and wrist to produce predefined peace, thumbs-up, fist gestures and wrist rotation. 
The remainder of this paper is organized as follows. Section 2 reviews the relevant literature. Section 
3 details the methodology employed in the study and Section 4 presents the results obtained. Finally, 
the conclusion is drawn in Section 5. 
 
2. Literature Review 
 

Recent studies on facial expression recognition (FER) focus on improving robustness to pose 
variation, occlusion and inter-class similarity. Mu et al. [6] addressed multi-pose conditions by 
combining Quantum-Inspired Firefly and Artificial Bee Colony algorithms for feature selection, 
followed by classification with ResNet-50. The technique achieved a high accuracy on Radboud Faces 
(RaF) and Karolinska Directed Emotional Faces (KDEF) datasets. Liu et al., [7] introduced Multi-scale 
Convolutional (MsC) to replace the convolutional layer of Convolutional Neural Networks (CNN) and 
obtained an improved accuracy of the facial expression recognition system. Ma et al. [8] added global 
compact attention and hierarchical feature interaction to overcome the different poses and occlusion 
problems. The results showed a superior performance on RAF and AffectNet datasets. Qingzhen et 
al. [9] designed a VR-based facial recognition system using marker tracking and mouth region 
segmentation for real-time FER under head-mounted display occlusion. Li et al., [10] focused on 
applying a new technique that gave attention to the most significant areas on the picture to enhance 
the FER robustness. 
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In stretchable sensor researches, Hossain et al., [11] presented a fully stretchable multi-axial 
sensor for tactile slip sensing, based on an ionic liquid/polymer network with CNT stretchable 
electrodes that resolved normal and shear forces. The sensor is capable of detecting slip across 
different surfaces, speeds, and load levels. A stretchable sensor with deep learning-enabled 3D force 
decoding was introduced by Min et al., [12]. It achieved an accuracy of 97% in gesture recognition, 
with wrist motion tracking and robotic grasp feedback. A high-gain strain transduction with additional 
functionalities was studied by Hong et al., [13]. It could be used to monitor human’s movement and 
to change the control underwater and in air. 

Multilayer Feedforward Backpropagation algorithm is one of the methods, which can be used for 
recognition and classification [14-17]. Yousaf et al., [16] implemented a single-layer feedforward 
backpropagation algorithm for identifying handwritten Latin characters and digits. Mu and Zeng [17] 
enhanced webpage classification using feedforward backpropagation algorithm. They implemented 
a better weightage approach according to the terminologies and resulted in an improved accuracy 
and efficiency through the strengthened feature selection and extraction.  

 
3. Methodology 
3.1 Robotic Hand Prototype  
 

The robotic hand prototype is shown in Figure 1. The Silicone Stretch Sensor from Stretch Sense 
is used in this study. It is a high-quality advanced sensor developed in stretch sensing technology. The 
length of 2 of the sensors are 101.39 mm, while the other 2 sensors are 70 mm long. Arduino Mega 
2560 is selected as the microcontroller. It is based on ATmega2560 and allows a faster transfer rate. 
It converts numerical values to pulse width modulation (PWM) signals for controlling the motors. It 
is selected primarily due to the availability of its open-source software. It can also be directly 
connected to the virtual COM port and can be programmed easily. Four servomotors are used to 
actuate the robotic hand’s fingers through the strings attached, and the wrist using MATLAB  

 

 
Fig.1. Robotic hand prototype 

 
programming. The servomotors are used because of their ability to move according to the desired 
angle of rotation and based on the amount of signal supplied. The ready-made commercial robotic 
hand is selected since it is simple and looks like a human hand. Its fingers can be bent easily by the 
application of a small amount of force and this makes it suitable for this study. 

Figure 2 shows the connection of the robotic fingers and servomotor. The thumb is connected to 
Servo 1 which is represented by the orange line. The index and middle fingers are attached to Servo 
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2, which are represented by green lines. The ring and little fingers are fixed to Servo 3 which is 
represented by the blue line. Servo 4 is incorporated under the hand to provide wrist movement. 

 

 
Fig. 2. Robotic hand connections with the servomotor 

 
Four facial expressions are considered in this study, which are happy, sad, normal and disgust. 

When happy expression is detected, the robotic hand will show thumbs up. Servo 2 and Servo 3 will 
be activated to close the index, middle, ring and little fingers. If a sad face is identified, all fingers will 
close, showing fist. In this case, Servo 1, Servo 2 and Servo 3 will be actuated. In the event of normal  
expression is displayed, the robotic hand will show peace sign, where the thumb, ring finger and little 
finger will be encircled through the activation of Servo 1 and Servo 3. In the occasion of disgust 
expression is recognized, the wrist of the robotic hand will rotate while all fingers are extended. In 
this case, only Servo 4 will be activated.  Figure 3 shows the isometric view of the robotic hand 
drawing in: (a) thumbs up (b) fist, (c) peace and (d) rotating positions. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3. Isometric view of the robotic hand drawing in (a) thumbs up (b) fist, (c) peace, (d) rotating 
positions 

 
3.2 Prototype of the Facial Expression Recognition System based on Stretchable Sensor Data 
 

The full set up of the facial expression recognition system based on stretchable sensor data is 
shown in Figure 4. Referring to Figure 5, the stretchable sensors are connected to the android via 
Bluetooth using apps 10 Channel BLE Stretch Sense. Then, the android is connected to the PC via the 
Bluetooth. All the servos are connected to Arduino Mega 2569 which is connected to the MATLAB in 
the Laptop or computer. All servos are connected to the Arduino’s output port as shown in Figure 5. 
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Fig. 4. Full set up of the facial expression recognition system based on stretchable sensor data 

 
Fig. 5. Configuration of the components of the facial expression recognition system based on stretchable 
sensor data 

 
The simulation works in this study is divided into two options, which are online and offline. Figure 

6 shows the flow of the simulation. Sequence 1 indicate the flow for online simulation that starts 
with the 4 sensors acquiring the facial data through an android, and then transferred to Microsoft 
Excel and  MATLAB on the laptop or computer, where the neural network training and recognition 
processes are conducted. Sequence 2 shows the offline simulation that starts from using the output 
of the neural network in the MATLAB. This output, which is the facial expression recognized, is then 
used to move the servomotors and robotic hand accordingly. 
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Fig. 6. Flow of simulation process in this study  

3.3 Operational Flow of the Facial Expression Recognition System based on Stretchable Sensor Data 
 

The operational flow of the facial expression recognition system based on stretchable sensor data 
is illustrated as in Figure 7. 

 
Fig. 7. Operational flow 

 
The procedure commences with the acquisition of data from four stretchable sensors attached 

to the subject’s face. The acquired input data and the set of output data pairs are subsequently 
utilized to train the neural network based on multilayer feedforward backpropagation algorithm for 
the classification of four facial expressions: happy, sad, neutral, and disgust. Upon the recognition of 
a happy expression, the Servo 2 and Servo 3 will be activated to produce a thumbs-up gesture. 
Detection of a sad expression results in the activation of Servo 1, Servo 2 and Servo 3 to generate a 
closed fist gesture. A normal expression similarly initiates a peace gesture through the actuation of 
Servo 1 and Servo 3, whereas the recognition of a disgust expression causes Servo 4 to rotate the 
hand while the robotic fingers are extended. This process operates continuously until the end button 
is pressed. 

 
3.4 Data Acquisition and Features Extraction. 
 

Four stretchable sensors are positioned at the forehead, upper lip, lower lip, and right cheek as 
shown in Figure 8 to classify the four facial expressions, which are happy, sad, normal and disgust. 



International Journal of Advanced Research in Computational Thinking and Data Science  
Volume 7, Issue 1 (2025) 44-57 

 

50 
 

These locations are selected because they exhibit the most evident changes across different 
expressions. The data are collected from 10 participants, with 5 females and 5 males to represent 
variability in human facial expressions. From each sensor channel, the following factures are 
extracted and are used in the recognition process: (i) mean, (ii) root mean square (RMS), (iii) variance 
(Var), and (iv) standard deviation (STD). 
 

 

 
Fig. 8. Stretchable sensors placement 

 
3.5 Training and Testing Data 
 

Training and testing of the neural network based on multilayer feedforward backpropagation 
algorithm for facial expression recognition using the stretchable sensor data have been conducted 
using Neural Network Toolbox in MATLAB software. The data have been collected from healthy 10 
subjects from Malay ethnicity, aged between 20-24 years old, with 5 males and 5 females. The 
mean, root mean square, variance and standard deviation features are extracted from the collected 
stretchable sensor data. The training/testing ratio is split into 80/20. The 4 features from the 4 
sensors for 8 of subjects under 4 facial expressions serve as the input data to the neural network 
training and are arranged into 32x16 matrix. After the training has completed and the desired 
outputs are achieved in the validation process, the testing data with sized 8x16 from the other 2 
subjects under 4 expressions are imported into the network for the testing process. For the target, 
a 32x2 matrix is used for the 4 expressions, 8 subjects and 2 digits of the target output. Figure 9 
shows the screenshot of the input training data. In the figure, S1 until S8 which is at top of the 
column refers to the Subject 1 until Subject 8. While S1_MEAN until S4_MEAN, S1_RMS until 
S4_RMS, S1_VAR until S4_VAR and S1_STD until S4_STD represents  the mean, root mean square, 
variance and standard deviation of Sensor 1’s until Sensor 4’s data respectively. Figure 10 shows the 
screenshot of the 2 samples of input data for the validation process after the training, which have 
been chosen from training data. Figure 11 illustrates the screenshot of the input data for the testing 
process, which is taken from the remaining 2 subjects.  
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(a) 

 
(b) 

Fig. 9. Input training data for (a) normal and happy, (b) sad and disgust expressions 
 

 
Fig. 10. Input data for validation process, chosen from the training data 
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Fig. 11. Input data for testing process, acquired from the remaining 2 subjects (Subject 9 and Subject 10) 

 
In the neural network’s output data, the values less than 0.5 are interpreted as 0, while the values 

equal to or greater than 0.5 are interpreted as 1. The resulting binary classification is mapped to 
specific facial expressions as follows: (1) “0 0” corresponds to the normal expression, (2) “0 1” to 
happy, (3) “1 0” to sad, and (4) “1 1” to disgust. Table 1 presents the target output setting for each 
subject in the training and validation process. The first row, labelled S1 to S8, represents Subject 1 to 
Subject 8, while OUT_1 and OUT_2 denote the first and second binary digits of the neural network’s 
output, respectively. 

 
Table 1  
Digits assigned for the target output data in the training 
 S1 S2 S3 S4 S5 S6 S7 S8   S1 S2 S3 S4 S5 S6 S7 S8 
 NORMAL   HAPPY 
OUT_1 0 0 0 0 0 0 0 0   0 0 0 0 0 0 0 0 
OUT_2 0 0 0 0 0 0 0 0   1 1 1 1 1 1 1 1 
 SAD   DISGUST 
OUT_1 1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1 
OUT_2 0 0 0 0 0 0 0 0   1 1 1 1 1 1 1 1 

 
3.6 Multilayer Feedforward Backpropagation Neural Network Algorithm 
 

The facial expression recognition training is conducted using a multilayer feedforward 
backpropagation neural network algorithm. This study intentionally employs the fundamental 
algorithm to explore the implementation of stretchable sensor based facial expression recognition 
system using a basic neural network approach. The overall process of the algorithm is illustrated in 
Figure 12. First the system reads the input, target output, initial weights, minimum error and 
maximum number of epochs. Then, it calculates the outputs of the hidden and output layers, and the 
error, which is the difference between the target output and actual output. Next, if the actual error 
is larger than the minimum error or the number of epochs is less than the maximum number of 
epochs, the system calculates the weight updates for the hidden and output layers, and updates the 
new weights of each layer. The process continues until the error is less than the minimum error or 
the maximum number of epochs  is reached. In this approach, selecting appropriate learning rate and 
momentum rate are crucial to ensure proper convergence during the training process. In this work, 
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both the learning rate and momentum rate have been adjusted through a trial-and-error process. A 
relatively high learning rate with a low momentum rate has been chosen in the beginning. The 
momentum rate is then gradually increased and the learning rate is decreased progressively to 
further refine the convergence of the results. 

 

 
Fig. 12. Flowchart of the multilayer feedforward backpropagation neural network algorithm 

 
4. Results and Discussions 

 
The results after the training and testing have been recorded as shown in Figure 13 and the output 

matrix of the validation process has been obtained as in Table 2. 
 

 
Fig. 13. Training results 
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Table 2 
Validation results 

 NORMAL HAPPY SAD DISGUST NORMAL SAD DISGUST SAD 
        S1              S4             S2               S7                    S5              S3                 S6               S8 

OUT_1 0.0477 0.2443 0.9876 0.9219 0.2113 0.6641 0.9412 0.9411 
OUT_2 0.0279 0.9768 0.0628 0.9935 0.0435 0.2346 0.9826 0.0295 

 
Table 3 
Converted validation results 

 NORMAL HAPPY SAD DISGUST NORMAL SAD DISGUST SAD 
  S1              S4             S2               S7                S5               S3                S6               S8 

OUT_1 0 0 1 1  0 1 1 1 
OUT_2 0 1 0 1 0 0 1 0 

 
Since any output value that is less than 0.5 is assigned as 0 and the output value that is greater than 
0.5 is set to 1, the output of the validation in Table 2 has been converted as in Table 3. Based on the 
table, the artificial neural network (ANN) model performance can be calculated as   

 
                  ANN Performance = !"!#$	&'()*+	",	-"++*-!	+*-".&/!/"&

!"!#$	&'()*+	",	+*-".&/!/"&
= 0

0
× 100%= 100%                         (1) 

 
The accuracy of the validation process using the training data was 100%, which means all the 
recognition outputs are correct. Table 4 shows the result of the testing of the network using the 
remaining 2 subjects’ data. 
 

Table 4 
Testing results 

 NORMAL HAPPY SAD DISGUST      NORMAL HAPPY SAD DISGUST 
                                   S9                                                   S10 

OUT_1 0.4166 0.9263 0.9999 0.5923  1.0000 0.9999  0.9809 0.9999 
OUT_2 0.1294 0.7007 0.9989 0.3488  0.01153 0.9999  0.9904 1.0000 

 
Table 5 
Converted testing results 

 NORMAL HAPPY SAD DISGUST  NORMAL HAPPY SAD DISGUST 
     S9                                                 S10 

OUT_1 0 1 1 1   1 1 1 1 
OUT_2 0 1 1 0  0 1 1 1 

 
Similarly, since any output values less than 0.5 are categorized as 0 and those greater than 0.5 

are categorized as 1, the results presented in Table 4 are transformed accordingly as illustrated in 
Table 5. Based on the table, only the normal facial expression of Subject 9 and the disgust 
appearance of Subject 10 are correct. Therefore, the accuracy of the artificial neural network (ANN) 
in the testing stage can be computed as  
 
                 ANN Performance = !"!#$	&'()*+	",	-"++*-!	+*-".&/!/"&

!"!#$	&'()*+	",	+*-".&/!/"&
= 1

0
× 100%= 25%                            (2) 

 
The testing accuracy of the model is significantly low, even though the validation phase 

demonstrates a perfect accuracy of 100%. This significant discrepancy between validation and testing 
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performance indicates that the model may have overfitted the validation dataset, or the model may 
have learned its specific patterns rather than acquiring the generalized features applicable to new or 
unseen data. Consequently, the model exhibits poor generalization capability, which limits its 
effectiveness in real-world facial expression recognition tasks. The results show that there is a need 
for implementing a more advanced techniques and optimization strategies to enhance model 
robustness. Possible improvements include the use of a more advanced neural network architectures 
capable of capturing more complex facial features, application of machine learning or deep learning 
algorithms and data augmentation strategies to increase the diversity and representativeness of the 
training dataset. 

Figure 13 presents the motor movement outcomes performed by the robotic hand in response 
to the output generated from the expression classification process. When the output is “0 0”, the 
robotic hand executes a peace gesture, which corresponds to a neutral or normal facial expression. 
An output of “0 1” results in a thumbs-up gesture, representing a happy expression. Conversely, when 
the output is “1 0,” the hand forms a fist, symbolizing a sad expression. Lastly, an output of “1 1” 
prompts the wrist to rotate by 180°, indicating a disgust expression. 

 

 
Fig. 13. Robotic hand movement based on the output of the facial expression recognition 
 
Figure 14 depicts the motor movement profiles corresponding to each facial expression. As 

illustrated, for the peace gesture, only Servo 1 and Servo 3 are activated, while for the thumbs up 
gesture, the actuation is limited to Servo 2 and Servo 3. The fist gesture involves Servo 1, Servo 2 and 
Servo 3 actuations. Lastly, during the hand rotation associated with disgust expression, only Servo 4 
turns. In all cases, each of the actuated servomotors undergo an angular displacement of 180°, 
indicating consistent servomotor behaviour across different gesture responses.  
 

 
 

Fig. 14. Angular displacements of the servomotors for the four facial expressions 
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5. Conclusion 
 

This study presents a facial expression recognition system that utilizes stretchable sensor data to 
control the movement of a robotic hand. The recognition process is implemented using a multilayer 
feedforward backpropagation neural network, which serves as the simple and basic neural network  
model for facial expression classification. The stretchable sensors are positioned at the key facial 
regions, which are at the forehead, upper lip, lower lip and right cheek to capture the skin 
deformations associated with different emotional expressions. The mean, root mean square (RMS), 
standard deviation and variance are extracted from the stretchable sensor data and employed as 
inputs to train the neural network model. The training and testing processes are conducted using the 
Neural Network Toolbox in MATLAB, chosen for its flexibility and ease of use. The validation results 
demonstrate a 100% accuracy in classifying happy, sad and disgust expressions, indicating strong 
model performance during the training phase. However, the testing phase yields significantly lower 
accuracy of 25% only, suggesting limited generalization capability and this highlights the 
shortcomings of the applied approach. Future research will focus on incorporating a more advanced 
computational method, including the machine learning and deep learning algorithms to enhance the 
training aspect of the facial expression recognition system and thus, increase its accuracy. In the 
future study also, the data will be acquired from a larger number of participants and a more diverse 
group of subjects to increase the model’s robustness and therefore, will further enhance  the overall 
performance of the stretchable sensor based facial expression recognition system. 
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