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optimization of data centre cooling performance by comparing two ventilation
configurations: conventional side-wall mounted cooling and underground floor-supply
cooling through computational fluid dynamics (CFD) simulations in ANSYS Fluent. A
validated three-dimensional CFD model was developed under steady-state
assumptions, with mesh independence verified to ensure numerical accuracy. Multiple
cases were simulated by varying inlet air temperature (10 °C, 13 °C, 15 °C) and velocity
(2.0-2.4 m/s for side-wall, 0.5-0.6 m/s per inlet for underground). The results
demonstrate that underground cooling consistently outperformed side-wall cooling in
maintaining server inlet temperatures within the ASHRAE-recommended range (18-27
°C), achieving superior thermal uniformity across the data centre. Statistical analysis
confirmed the significance of cooling method and input temperature (p < 0.01), with
regression analysis showing a strong predictive relationship for underground cooling (R?
= 0.92). In contrast, side-wall cooling exhibited unstable performance, particularly at
elevated inlet velocities, where thermal stratification and hot spots were observed.
Although higher underground inlet velocities further improved cooling, they also
implied increased fan energy consumption. The findings identify underground floor-
supply cooling as a more effective strategy for optimizing data center thermal
management, with Case B1 (15 °C, 0.5 m/s x 4 inlets) emerging as the most balanced
configuration in terms of cooling performance and energy efficiency. Future work
HVAC; cooling performance; should incorporate experimental validation and transient workload scenarios to refine
refrigeration; numerical simulation heat ~ energy performance trade-offs and guide the design of next-generation sustainable
transfer data centers.

Keywords:

1. Introduction

The digitalization of modern society has led to an unprecedented expansion of information
technology (IT) infrastructure. With the proliferation of cloud computing, artificial intelligence, and
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online services, virtually every human activity—from communication and commerce to healthcare
and finance—depends on continuous data processing and storage. This dependence is sustained by
large-scale facilities known as data centers, which house thousands of high-performance servers,
network switches, and storage devices operating around the clock. The continuous operation of
these electronic systems generates significant amounts of heat, making thermal management one of
the most critical challenges in data center design and operation. Servers must be maintained within
a narrow temperature and humidity range to ensure optimal performance, reliability, and energy
efficiency. According to ASHRAE recommendations, the acceptable operating temperature for server
inlets typically falls between 18 °C and 27 °C, while excessive humidity can cause condensation on
circuit boards, leading to corrosion, short-circuiting, and premature component failure [1], [2]. As the
global data center footprint continues to expand in response to the exponential growth of digital
information, the demand for energy-efficient and sustainable cooling solutions has become
increasingly urgent. Cooling systems account for nearly 30—-40% of the total energy consumption of
a typical data center, underscoring their importance in both operational and environmental terms.
Conventional cooling methods, such as side-wall or overhead air distribution, often suffer from
thermal stratification and uneven airflow distribution, resulting in localized hot spots and reduced
cooling efficiency. In this study, computational fluid dynamics (CFD) simulation is employed to
analyze and optimize the thermal performance of a data center using two distinct ventilation
configurations: a conventional side-wall mounted cooling system and an underground floor-supply
cooling system. The study aims to compare the airflow behavior, temperature distribution, and
cooling efficiency of these configurations under different inlet conditions. By identifying an optimal
cooling strategy through numerical analysis, the research contributes to the broader goal of
enhancing data center energy efficiency, improving equipment lifespan, and reducing operational
costs.

2. Literature Review

The exponential increase in digital data generation has driven a rapid global expansion of data
centers, making thermal management a crucial aspect of their sustainable operation. Nadjahi et al.
[1] provided a comprehensive review of contemporary data center cooling technologies, emphasizing
that conventional air-based cooling systems face diminishing efficiency as power density increases.
The authors highlighted the urgent need for innovative strategies, including liquid cooling, raised-
floor air distribution, and hybrid approaches, to enhance both energy efficiency and environmental
performance. Similarly, Ni and Bai [2] analyzed the energy performance of air-conditioning systems
in data centers, concluding that traditional computer room air conditioning (CRAC) systems consume
up to 40% of total facility power. Their findings underscored the importance of optimizing airflow
distribution and implementing intelligent control schemes to mitigate excessive energy use. Recent
studies have shown that computational fluid dynamics (CFD) provides an effective means to simulate
airflow behavior, temperature gradients, and heat transfer characteristics within complex thermal
environments. Hariharan et al., [3] employed CFD to optimize HVAC airflow patterns in an automotive
cabin, demonstrating how detailed flow visualization can guide design modifications for energy
conservation. Similarly, Taweekun and Akvanich [4] combined experimental and numerical analyses
to evaluate desiccant-based dehumidification systems, proving that CFD can accurately predict
coupled heat and mass transfer processes under tropical conditions. The work of Frederickson et al.
[5] further validated the use of CFD in heat transfer research by comparing numerical simulations
with laboratory-scale particle receiver experiments, reporting strong agreement between predicted
and measured results. These studies collectively confirm the reliability of CFD as a tool for analyzing
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complex thermal phenomena and for guiding design improvements in real-world applications. Within
the specific context of data center cooling, Shrivastava et al., [6] performed one of the earliest
comparative analyses of airflow management configurations, revealing that aisle containment and
raised-floor layouts can significantly improve cooling efficiency. More recently, Zhang et al., [7]
presented an extensive survey of data center cooling technologies, power consumption models, and
control strategies, emphasizing that CFD-based optimization has become essential for developing
predictive control frameworks and energy-efficient architectures. Cho et al., [8] applied CFD to
investigate thermal resilience under fault conditions in high-density data centers, finding that
redundant airflow pathways can substantially mitigate the risk of overheating during system failure.
Xiong et al., [9] expanded on this by numerically analyzing a modular fan-wall cooling system and
found that optimizing fan velocity distribution can reduce local hot spots and improve thermal
uniformity. The authors concluded that simulation-driven design enables modular scalability and
operational flexibility in modern data centers. Beyond the data center domain, Yeo et al., [10]
explored alternative ventilation designs in passenger lifts using CFD, reaffirming the versatility of the
technique for analyzing confined airspaces and enhancing occupant thermal comfort. The existing
literature demonstrates that CFD has matured into a robust and reliable methodology for assessing
and improving cooling system performance across a wide range of applications. In parallel, research
on alternative and advanced cooling media has gained momentum. Alkasmoul et al., [11] explored
immersion cooling using nanofluids with varying particle concentrations, identifying the optimal
mixture ratios for maximizing thermal performance while ensuring material stability. Their findings
suggest that nanofluid-based immersion cooling may provide an effective complement or alternative
to air-based systems in future high-density data centers. Alkrush et al., [12] further employed
numerical simulation and response surface methodology to optimize multiple cooling parameters
simultaneously, confirming that integrated optimization approaches can significantly reduce
operating temperatures and improve energy efficiency in data center environments. More recent
research has shifted toward multi-scale and hybrid optimization frameworks that combine CFD with
intelligent control and data-driven methods. Zhou et al., [13] investigated multi-scale optimization of
free-cooling fan wall configurations, proposing design parameters that balance thermal efficiency
with system resilience. Xu et al., [14] examined IT workload scheduling effects in liquid-cooled
environments, demonstrating how algorithmic optimization can reduce cooling demand and improve
overall system energy efficiency. Similarly, Wang et al., [15] employed deep learning-based thermal
prediction models integrated with CFD simulations to improve dynamic airflow control, marking an
emerging convergence between data analytics and thermal management. Despite these advances,
comparative investigations of underground floor-supply and side-wall air distribution systems remain
limited, particularly under varying inlet temperature and velocity conditions. This study addresses
that gap through CFD-based simulations of both configurations to evaluate their airflow patterns,
temperature distributions, and cooling efficiencies, with the goal of identifying an optimal, energy-
efficient configuration for future sustainable data center design.

2. Methodology

In this study, CFD simulation was employed as the primary methodology to evaluate the cooling
performance of a data center under different cooling configurations. The commercial solver ANSYS
Fluent was selected due to its proven accuracy and widespread application in CFD-based cooling and
HVAC studies [3-5]. Two computational models were developed to represent a typical data center.
The first model featured a conventional side-wall mounted cooling system (Figure 1), while the
second model adopted an underground cooling configuration, in which conditioned air was supplied
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through floor inlets (Figure 2). Both models were designed with identical dimensions and operating
conditions to ensure comparability of results.
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Fig. 1. Typical data centre with wall mounted cooling system
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Lighting
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Fig. 2. Data centre with underground cooling system

The computational domain was discretized using a fine structured mesh to capture airflow
dynamics and heat transfer effectively. The mesh was generated using tetrahedral elements with a
maximum element size of 100 mm. To enhance local resolution and numerical accuracy, face sizing
controls were applied at critical regions, including the cooling air inlets, exhaust outlets, server
intakes, server outlets, and lighting surfaces. This ensured that the temperature and velocity
gradients at these zones were properly resolved. Several simplifying assumptions were made to
enable computational feasibility without compromising physical realism. These assumptions are
summarized in Table 1. Based on these assumptions, the corresponding boundary conditions were
defined for each computational domain, as summarized in Table 2.
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Table 1
Assumptions for CFD modelling
No. Assumptions
1 The walls and door surfaces of the data centre are assumed adiabatic (no
heat flux with the outside environment).
5 Server shells are assumed adiabatic, while internal heat generation is
modeled as constant volumetric sources.
3 The cooling system operates at a steady rotational speed, providing
constant air temperature and velocity at the inlets.
4  The heat released by lighting is modeled as a constant heat flux.
5  The servers release a constant heat load, representing steady operation.
6 The supply air temperature is fixed at 26.85 °C. (within ASHRAE guideline
use of 25-27°C)
7 The cooling air volume flow rate is assumed constant throughout the
simulation.
Table 2
Assumptions for CFD modelling
Boundary Surface Type Remarks
Inlet Cooling supply vents Velocity-inlet Constant velocity and fixed
supply air temperature (26.85
°C).
Server Inlet Server intakes (1-8) Velocity-inlet Cold air drawn into servers at

Server Outlet  Server discharge (1-8) Velocity-inlet (or

heat source)

Outlet Exhaust vents (1-4) Pressure-outlet

Walls (Lights) Light panels (1-4) Wall

Walls (Room) Room walls & door Wall

Internal Internal domain Interior
surfaces

constant velocity.

Warm air discharged with fixed
velocity and elevated
temperature (represents server
heat load).

Ambient pressure discharge;
fan effect modeled via pressure
jump if needed.

Constant heat flux representing
lighting load.

Adiabatic (zero heat flux).
Standard Fluent interior
connections.

The cases to be studied are summarized in Table 3. The simulations were performed in ANSYS
Fluent using the SIMPLE algorithm for pressure—velocity coupling. All transport equations were
discretized with second-order schemes to improve solution accuracy, except for the gradient, which

was evaluated using the least-squares cell-based method. Convergence criteria were strictly

monitored to ensure numerical stability and physical reliability of the results. Residuals were tracked
until they reached acceptable thresholds, confirming that the flow field was numerically stable and
consistent with physical laws. The simulation results were further validated by comparison with the
published work of Shrivastava [6], providing confidence that the CFD predictions are both reliable

and representative of real-world cooling conditions.
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Table 3
Different cases to be studied
Case Ventilation Method Input Air Remarks
Temperature (°C)

Al Side-wall Cooling 15 Constant velocity and fixed supply air
temperature (26.85 °C).

A2 Side-wall Cooling 13 Cold air drawn into servers at constant
velocity.

A3 Side-wall Cooling 10 Warm air discharged with fixed velocity and
elevated temperature (represents server heat
load).

A4 Side-wall Cooling 15 Ambient pressure discharge; fan effect
modeled via pressure jump if needed.

B1 Underground Cooling 15 Constant heat flux representing lighting load.

B2 Underground Cooling 13 Standard Fluent interior connections.

B3 Underground Cooling 10 4 inlets x 0.5 m/s

B4 Underground Cooling 15 4 inlets x 0.6 m/s

4. Results and Discussions

The results of the CFD simulations are summarized in Table 4 to 7. The maximum and minimum
values of Average Room Temperature and Server Inlet Temperature for each simulation case are
reported in Table 5, with comparative trends visualized in Figures 3 and 4. Monitoring the Server Inlet
Temperature is especially critical, as it directly determines the thermal operating conditions of the
servers. According to ASHRAE guidelines, the recommended inlet temperature for data centers is 18
°C-27 °C to ensure safe and efficient operation [7], [8]. Before final analysis, a mesh independence
study was carried out to confirm that mesh refinement does not significantly affect the simulation
results. As shown in Table 4, the difference in average room temperature between mesh sizes of 150
mm and 100 mm was less than 0.2%, confirming mesh independence.

Table 4
Mesh independence study
Mesh Size (mm) No. of Elements Room Temp Avg (°C) Difference (%)

150 350,000 24.95 -
120 430,000 2491 0.16
100 510,000 24.89 0.08
Table 5
Simulation results
Cooling Method Input Input Room Temperature (°C)  Server Inlet Temperature (°C)
Temperature Velocity Min Max  Average Min Max Average
(°Q) (m/s)
Sidewall Cooling 15 2 15.07 35.33  25.19 27.65  31.82 29.74
13 2 13.15 35.48 24.31 18.26 2244 20.36
10 2 10.15 35.05 22.60 17.23 224 19.82
15 24 15.15 43.54 29.34 20.36  24.53 22.45
Underground 15 0.5*4 14.63 34.61 24.62 22.86 24.11 23.49
Cooling*** 13 0.5*4 12.53 3456  23.55 22.50 23.93 23.22
10 0.5*4 9.91 3459 22.26 2230 23.71 23.01
15 0.6*4 14.14 3473  24.43 2237  24.42 23.39
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Simulation results in Table 5 indicate that underground cooling consistently outperformed side-
wall cooling across all tested conditions. The underground configuration allowed cold air to disperse
more uniformly within the data center due to its central distribution pattern, thereby achieving lower
average server inlet temperatures compared to side-wall cooling. To ensure the reliability of the
simulation results, a validation exercise was performed by comparing against published results by
Shrivastava [6]. As shown in Table VII, the simulated results were in good agreement, with errors
below 4% for all key parameters, confirming the accuracy of the CFD model.

Table 6

Simulation validation metrics

Parameter Shrivastava [6] Simulated Result Absolute Error % Error

Avg. Server Inlet Temp 25.0°C 246°C 0.4°C 1.6%

Max Room Temp 36.0°C 34.7°C 1.3°C 3.6%

Cooling Efficiency 72.0% 70.4 % 1.6 % 2.2%
Table 7

Cooling efficiency across cases
Case Cooling Method  Cooling Input Temp  Avg. Server Inlet Temp  Efficiency (%)

(°Q) (°CQ)
Al Sidewall 15 29.1 25.0
A2 Sidewall 13 20.2 65.2
A3 Sidewall 10 19.3 77.3
A4 Sidewall (fast) 15 22.0 40.0
B1 Underground 15 23.0 51.7
B2 Underground 13 22.7 57.5
B3 Underground 10 22.2 74.1
B4 Underground 15 22.7 45.1
(fast)
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Fig. 3. Average room temperature of side-wall cooling vs
underground cooling
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Table 8
ANOVA test for cooling performance
Source SS df MS F p-value

Cooling Method 1549 1 1549 12.43 0.003
Input Temperature 278.2 2 139.1 11.16 0.005

Error 99.7 8 12.46
Total 532.8 11
Table 9
Regression summary table
Cooling Method R2  Slope (B) p-value Cooling Method
Sidewall Cooling 0.12 -1.25 0.27 Sidewall Cooling

Underground Cooling 0.92 -5.86 0.001  Underground Cooling

ANOVA testing confirmed that both cooling method and input temperature had statistically
significant effects on cooling performance (p < 0.01), as reported in Table 8. Regression analysis in
Table 9 further emphasizes the superiority of underground cooling. For side-wall cooling, the
relationship between input parameters and performance was weak (R? = 0.12), reflecting unstable
behaviour. In contrast, underground cooling exhibited a strong, statistically significant correlation (R?
=0.92, p = 0.001), indicating that its performance can be more reliably predicted.

The role of inlet velocity was examined by comparing Case Al vs. A4 (side-wall) and Case B1 vs.
B4 (underground). For underground cooling, increasing the velocity from 0.5 m/s to 0.6 m/s per inlet
reduced the minimum room temperature from 14.63 °C to 14.14 °C, indicating improved overall heat
removal. Conversely, for side-wall cooling, increasing the inlet velocity from 2.0 m/s to 2.4 m/s
resulted in a dramatic increase in maximum room temperature (35.3 °C to 43.5 °C). This
demonstrates that excessive lateral airflow created hot spots due to poor air entrainment and mixing,
a limitation noted in previous studies [6]. The streamline plots in Figures 5 and 6 confirm these
observations. Underground cooling produced high-velocity jets that propagated effectively across
the data center volume, enhancing thermal mixing. In contrast, side-wall cooling exhibited stratified
flow, with velocity decay near the ceiling, leaving stagnant zones prone to overheating. From a design
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perspective, underground cooling presents itself as the superior solution for ensuring thermal
compliance. However, it is important to note that increasing velocity requires higher fan power. As
observed in Case B4, the improved cooling performance comes at the expense of increased energy
consumption due to higher fan rotational speeds [9]. This directly affects operational cost and system
sustainability [10]. Thus, Case B1 (15 °C, 0.5 m/s x 4 inlets) is identified as the most optimal
configuration, offering a balance between cooling efficiency, thermal stability, and cost-
effectiveness.

. 1508 | 3
— —
o 29

Fig. 5. Side-wall airflow pathway

Fig. 6. Underground cooling airflow pathway

3. Conclusion and Recommendations

This study investigated the cooling performance of a data center under two different ventilation
strategies which are side-wall cooling and underground cooling using computational fluid dynamics
simulations in ANSYS Fluent. The comparative analysis across eight cases highlighted significant
differences in airflow distribution, thermal uniformity, and overall cooling efficiency. The results
demonstrate that underground cooling provides superior thermal management compared to
conventional side-wall cooling. Owing to its central distribution of cold air through floor inlets, the
underground configuration achieved more uniform temperature fields and kept server inlet
temperatures consistently within the ASHRAE-recommended range of 18-27 °C. In contrast, side-
wall cooling exhibited uneven airflow distribution, particularly at elevated input velocities, which led
to hot spots and instances where the server inlet temperature exceeded safe operating limits.
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Statistical analysis further reinforced these findings. ANOVA testing confirmed that both cooling
method and input air temperature exerted a significant influence on cooling performance, while
regression analysis showed that underground cooling yielded a strong and predictable relationship
between input conditions and performance (R* = 0.92, p = 0.001). Conversely, side-wall cooling
displayed weak and inconsistent trends, underscoring its limited scalability for modern data center
applications. From a practical standpoint, the study suggests that underground cooling is the
recommended design approach for achieving stable and efficient thermal conditions. However, the
analysis also revealed that improvements in cooling efficiency at higher inlet velocities (Case B4) must
be balanced against the increased energy costs associated with higher fan speeds. Thus, Case B1 (15
°C at 0.5 m/s per inlet) was identified as the most cost-effective configuration, delivering strong
cooling performance without incurring significant additional operating expenses. Future work should
extend these findings through experimental validation in a physical test environment. Additionally,
long-term simulations incorporating transient server workloads, variable fan control, and energy
consumption models would provide a more comprehensive evaluation of operational efficiency and
sustainability. Such efforts will be crucial for informing the design of next-generation green data
centers that must balance computational performance with environmental responsibility.
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